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Incorporating AI Tools into Medical Education:
Harnessing the Benefits of ChatGPT and Dall-E

Muhammad Miftahul Amri*, Urfa Khairatun Hisan

Abstract—Artificial intelligence (AI) has shown promis-
ing potential to transform various fields, including medical
education. Recently, the rapid advancement of AI has led
to many “new” discoveries that caught everyone’s atten-
tion. Among those discoveries are introduced by OpenAI
(e.g., ChatGPT, Dall-E, and the most recent, GPT-4). The
integration of AI tools, such as ChatGPT and Dall-E, can
offer a new dimension to medical education by creating an
interactive and engaging learning experience. In this article,
we explore the potential benefits of ChatGPT and Dall-E in
medical education and provide practical utilization examples
of those tools. For starters, ChatGPT, or in this sense, any
other similar large language models, can simulate patient in-
teractions in a safe environment, allowing medical learners to
practice their communication skills and diagnosis techniques.
Furthermore, it can assist medical students and researchers
in reading and writing academic articles by accurately
summarizing the key points of a given topic and generating
an indistinguishable abstract. In addition, ChatGPT can also
create problems for medical assignments and exam practice.
In this article, we also discussed ChatGPT’s capability to an-
swer standard medical assignment problems. Dall-E, on the
other hand, can generate dummy copyright-free and consent-
free medical images (e.g., x-ray and electrocardiogram (ECG)
graphs), allowing medical learners to practice and enhance
their interpretation skills. Incorporating AI-based tools into
medical education can provide a new approach to teaching
and learning, bridging the gap between theory and practice,
and unlocking new avenues for learning and discoveries for
both, the students and the instructors. It can also offer a
cost-effective solution to simulate real-world scenarios that
would otherwise require significant resources and time. In
summary, this article concludes that AI-based tools have
the potential to revolutionize medical education, empowering
medical learners with the skills and knowledge necessary to
excel in their field.

Index Terms—artificial intelligence (AI), medical educa-
tion, ChatGPT, Dall-E, large language model (LLM)

I. INTRODUCTION

In recent decades, artificial intelligence (AI) technology
has advanced so rapidly that it has transformed various
aspects of our life. One of the most promising devel-
opments in AI is the advent of language models and
generative image models, such as ChatGPT and Dall-E,
respectively. ChatGPT is a powerful language model that
can understand natural language and generate human-like
responses, while Dall-E is a generative image model that
can create high-quality images from textual input.

Since ChatGPT and Dall-E were first available to the
public in 2022, it has gained attention worldwide. Those
two platforms arguably are among the first that delivers a
new paradigm toward the way we use the internet. So far,
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there are already numerous studies on ChatGPT [1]–[9].
Study [2] reports the results of their assessment and eval-
uation of the ChatGPT capability during the IEEE Trans-
actions on Intelligent Vehicles (TIV) decentralized and
hybrid workshop (DHW). In [3], the authors chatted with
ChatGPT on Interactive Engines for Intelligent Driving,
discussed ChatGPT’s potential applications in intelligent
vehicles, and analyzed its challenges. Both articles were
published in IEEE TIV in March 2023. ChatGPT has also
reported passing various exams, including the law school
exam [5], English exam [6], and US medical licensing
exam [7]. This has raised concern about the end of online
exam integrity [8].

As for Dall-E, when this paper was written, there were
not many studies on them. In [10], the authors conducted
a preliminary study of Dall-E 2. The findings were not
satisfactory. In 5 out of the 14 prompts to assess Dall-E 2’s
common sense, at least one of the ten images fully satisfied
their requests. On the other hand, on no prompt did all of
the ten images satisfy their requests. However, this article
was first published in April 2022 and last updated in May
2022. It is highly possible that the current Dall-E has
evolved and offers better capabilities.

The potential of these models in medical education is
vast, as they can assist medical students and healthcare
professionals in various ways, such as creating interactive
case studies, generating visual aids for better understand-
ing complex medical concepts, and helping medical stu-
dents practice patient communication skills. The aim of
this paper is to explore the potential benefits of ChatGPT
and Dall-E in medical education and provide practical
examples of their implementation.

In this paper, we discuss how ChatGPT and Dall-E can
be integrated into medical education, the advantages they
offer, and the limitations and challenges that need to be
addressed for their widespread adoption. We also present
a discussion on the ethical considerations that accompany
the utilization of these models in medical education.

Finally, the rest of this paper is organized as follows.
In Section II, we present practical examples of ChatGPT
utilization in the medical education field. In this section,
we assess and demonstrate three examples: simulation of
patient interaction, assistant for research and academic
writing, and assignment generator and exam practice. Sec-
tion III presents practical examples of Dall-E utilization
in the field of medical education. In this section, the
potential capability of Dall-E to generate dummy x-rays,
electrocardiogram (ECG) graphs, and human images with
specific diseases/wounds is demonstrated. Unfortunately,
in its current state, the accuracy of Dall-E-generated
images of those three types is not great. We further
discuss these capabilities and limitations in Section IV. In
this section, we also discuss the ethical considerations of
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ChatGPT and Dall-E utilization in the medical education
field.

II. PRACTICAL EXAMPLES OF CHATGPT UTILIZATION
IN MEDICAL EDUCATION FIELD

A. Simulation of Patients Interaction in a Safe Environ-
ment

Communications and diagnostic skills are two essential
skills that every medical doctor must have. Conventionally,
the fundamental knowledge of these two components
is obtained through regular lectures. Then, the medical
students could practice their skills through a patient-doctor
interaction simulation in an objective structured clinical
examination (OSCE) during their pre-clinic stage. This
interaction is conducted with a “fake” patient in the pre-
clinic stage. Once they have graduated from their pre-
clinic school, they can practice their skills with the actual
patients during the internship stage.

During the COVID-19 pandemic, medical schools faced
notable challenges in delivering these two fundamental
skills. A “social distancing” policy, followed by lockdown,
has given medical schools no option other than to shift
their lectures online. This factor has made medical students
lose a substantial part of their education: practical skills.

Medical schools have attempted to compensate this
gap through online interactions. Still, this attempt might
not be sufficient to substitute the actual offline practices.
Especially considering that many lecturers in medical
schools are also healthcare professionals that have already
been overwhelmed by the massive COVID-19 infections.

Medical students lacking decent skills in communica-
tions and diagnostics during their pre-clinic will face major
challenges in their internship stage. Not only that, this
issue will also potentially harm the patients as in the
internship stage, unlike the pre-clinic stage, the medical
students will interact with actual patients. Poor communi-
cation and diagnostic skills might lead to a serious health
hazard for incoming patients.

For this kind of difficult circumstance, medical students
could actually use ChatGPT to practice their communi-
cation and diagnostic skills in a safe environment. As
presented in Fig. 1, ChatGPT can be instructed to act
as an incoming patient with certain health symptoms. As
medical doctors, we then can converse with ChatGPT,
which acts as a patient, to gather the required information
and then utilize it to diagnose the diseases.

B. Research and Academic Writing Assistant

As has been investigated in previous studies [2], [3], [7],
[11]–[13], ChatGPT can be employed to assist its user in
conducting research and writing academic articles. In [7],
[11]–[13], GPT is even listed as one of the authors. This
has quickly sparked warm discussions between researchers
and academia. For instance, in [14], the authors discussed
the ethical challenges for medical publishing when Chat-
GPT is used to generate scholarly content. Of course, there
are two views on this matter. On one side, people argue
that using ChatGPT or any other large language model
to aid the writing process is permissible and does not
constitute ethical misconduct. On the other side, people
believed that using such tools kills the creative writing

Fig. 1. Instructing ChatGPT to simulate patient-doctor interaction.

process and is considered plagiarism since the idea of that
writing did not come from the authors but was, instead,
generated by the ChatGPT.

Later, publishers such as Science [15] and Nature [16]
issued their positions on this matter. Generally, AI tools
such as ChatGPT and Dall-E cannot be credited as formal
authors. However, such tools can be used to assist the
authors in helping organize their thinking, generating
feedback on their work, assisting with writing code, and
summarizing research literature. However, their involve-
ment should be clearly stated.

In January 2023, we conducted a mini study to inves-
tigate whether, in its current state (January 2023 version),
ChatGPT is able to generate undistinguishable dummy
academic abstracts which cannot be detected by re-
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searchers, academia, and professionals [17]. We recruited
12 participants with either a medical doctor (M.D.) degree,
a doctorate (Ph.D.) degree, or M.D., Ph.D. degree. We then
presented 6 abstracts, 3 of which are ChatGPT-generated.
The findings are intriguing since of the 12 participants,
none were able to identify all abstracts correctly. Among
them, four of the participants couldn’t guess a single
abstract correctly, six could only identify 1 abstract accu-
rately, one correctly guessed 2 abstracts, and one correctly
identified 3 abstracts.

Our position on this issue is quite moderate. We believe
that using ChatGPT to assist us in writing an academic
article might or might not constitutes ethical misconduct.
For starters, asking ChatGPT to write us an entire part
of the academic text (e.g., introduction section) using
commands such as “write me an introduction section for
an academic journal article titled ...” is unethical, while
asking ChatGPT to summarize our writing and generate an
abstract based on our writing is still permissible. Although,
it should be noted that ChatGPT-generated abstracts should
still undergo human scanning to ensure that the generated
text is accurate.

Other “ethically permissible” examples are to ask Chat-
GPT to refine our writing (e.g., “refine this text: ...”) or
to suggest an intriguing title (e.g., “I have conducted a
research on ...., suggest me academic journal article’s
titles for my research.”).

Fig. 2. Utilizing ChatGPT to suggest research topics.

Lastly, as depicted in Fig 2, we may also ask ChatGPT
to suggest research topics given the researchers’ academic
background. In this sense, ChatGPT could act as a brain-
storming partner to help us ignite our creative thinking. We
believe that utilizing ChatGPT to refine our text does not
substitute ethical misconduct as it is on par with employing
professional proofreading services, whereas using it to
suggest titles or research topics is similar to having a
brainstorming partner.

C. Assignments Generator and Exam Practice

One of the key challenges in medical education is creat-
ing assignments that can effectively assess the understand-
ing and application of complex medical concepts. With
ChatGPT, creating assignments has become more efficient
and effective. ChatGPT can generate assignments based on
specific learning objectives, and the generated assignments
can be customized to suit the needs of individual students.
This feature can save a considerable amount of time for

Fig. 3. Utilizing ChatGPT to generate exam practice.

educators and ensure that the assignments are tailored to
the course’s learning objectives. For this matter, we can
simply prompt ChatGPT using a simple command such
as: “Provide me 15 multiple choice/essay questions for
medical students on topic ...”.

ChatGPT can also be used for exam practice. Medical
students can use ChatGPT to generate practice questions
that mimic the format and difficulty level of the actual
exams. The generated questions can cover a broad range
of topics, allowing students to practice different types
of questions and improve their exam-taking skills. Fur-
thermore, ChatGPT can provide instant feedback on the
answers, allowing students to identify their strengths and
weaknesses and focus on areas that need improvement.

In Fig. 3, we present the demonstration of this example.
As observed, ChatGPT is able to generate a typical med-
ical problem, assess our guesses, and provide the correct
answer. Currently, ChatGPT has been reported to be able
to answer medical questions of Korean Parasitology Exam
[18], US Medical Licensing Exam [7], and Indonesian
Standard Medical License Examination [17].

Recently, OpenAI, the developer of ChatGPT and Dall-
E, has released GPT-4. GPT-4 is claimed to be able to pass
GRE, SAT, LSAT, and many more exams, and even able
to beat 90% human score in SAT [19]. With the incoming
GPT-4 [20], which is claimed to have the capability
to solve complex problems with mind-blowing accuracy
and have a significantly higher reasoning capability that
enables GPT-4 to pass difficult exams with flying colors,
there is no reason to deny that such language models will
be able to benefit medical educations.
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Fig. 4. Generated “pneumothorax” x-ray image.

III. PRACTICAL EXAMPLES OF DALL-E UTILIZATION
IN MEDICAL EDUCATION FIELD

A. Dummy X-ray Generator

In this experiment, we provide two instructions for Dall-
E to generate the x-ray images. First, we instructed Dall-E
to generate pneumothorax x-ray images using the descrip-
tion: “Pneumothorax x-ray result”. One of the generated
images is presented in Fig. 4. Although Dall-E generated
poor-quality of x-ray images, the images still gave the
impression of typical images of pneumothorax x-rays. All
the generated x-rays showed lucency in the area of the
lungs, indicating that there was air trapped inside the
pleural space with a collapsed lung. At this point, we are
impressed with Dall-E’s capability as we thought Dall-E
successfully generated pneumothorax lung x-ray images.

(a) X-ray A. (b) X-ray B.

(c) X-ray C. (d) X-ray D.

Fig. 5. Generated “normal” x-ray images.

To confirm the consistency, we then tried with another
instruction. We asked Dall-E to generate pictures of nor-
mal thorax x-ray results. We type “Normal chest x-ray
result”. As a result, Dall-E generated four x-ray images
which all failed to satisfy our expectations (See Fig. 5).
All the x-ray image quality was under the standard, and
they could not clearly show the organ inside the thoracic
cage. Not all organs in a normal chest x-ray could be
captured completely, as we could only see the image of the

lungs, heart, diaphragm, and spine. The image-capturing
position was too low. Therefore, we could not interpret
the part of the upper level. To be more detailed, all of the
images did not show a normal lung, heart, and diaphragm
appearance. In Fig. 5(a), the diaphragm shape was ab-
normal, and the heart border was too blurry. In Fig. 5(b)
and Fig. 5(d), the interspinous bone space was too wide
and unrealistic. Of all four generated images, we could
not see any broncho-vascular pattern of the lung, which
indicate a normal lung. This makes the generated images
similar to those of the pneumothorax lung. Therefore we
could not conclude whether Dall-E previously successfully
interpreted our prompt and generated the correct image
of pneumothorax image or whether Dall-E simply just
generated a lucent lung appearance without a broncho-
vesicular pattern regardless of the chest x-ray commands.

B. Generating Dummy ECG Graph

In the next experiment, we then ask Dall-E to generate
a dummy ECG graph. Specifically, we enter this image
description to Dall-E: “ECG graph of a normal patient”.
Fig. 6 presents the figures generated by Dall-E. As ob-
served, only one figure (i.e., Fig. 6(a)) is arguably close
enough to the actual normal ECG graph of a patient, while
the others are far from accurate. Still, the ECG paper
of Fig. 6(a)) looks a bit weird, with irregular squares
and white space. In Fig. 6(b), the graph is noisy. Then,
the magnitude of the QRS complex in Fig. 6(c) looks
too low, while the magnitude QRS complex in Fig. 6(d)
looks too high. One major inaccuracy that can quickly be
observed is that the ECG line (i.e., black-colored line) is
not continuous and seems disconnected at many points.

(a) ECG A. (b) ECG B.

(c) ECG C. (d) ECG D.

Fig. 6. Generated “normal” ECG images.

C. Generating Human Images with Specific
Diseases/Wounds

For the last experiment with Dall-E, we request Dall-
E to generate an image of a human body part with
specific diseases/wounds. In this evaluation, we provide
this description to Dall-E: “Ischemic Foot Ulcer of a
Diabetic Patient”. The result of this test is depicted in
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Fig. 7. In this test, we observe that Dall-E has failed to
generate the requested image. However, the explanation
behind this failure is unclear. One possible reason is that
Dall-E simply failed to generate the desired image due
to the model limitation. Another possible reason is that
our request falls within the “people experiencing health
ailments” category, which did not comply with Dall-E con-
tent policy [21] Considering Dall-E’s current capabilities,
we want to believe that the latter is the reason behind
this failure. Therefore, in the future, Dall-E or any similar
model can still be used to generate the desired image (i.e.,
human body parts with specific diseases/wounds). Still, we
totally agree with the Dall-E policy that restricts the public
from generating images of “people experiencing health
ailments” since allowing it might lead to unfavorable
consequences. Hence, we believe that while Dall-E or any
similar models in its current state [or in the future] might
be able to generate such images, the rights to generate such
images shall be strictly controlled and restricted (e.g., in
the medical education setting).

(a) Foot A. (b) Foot B.

(c) Foot C. (d) Foot D.

Fig. 7. Generated foot images.

IV. REMARKS AND CONCLUSION

In this article, we have assessed and demonstrated Chat-
GPT and Dall-E’s potential capability in medical educa-
tion. Overall, ChatGPT has demonstrated promising poten-
tial by successfully simulating patient-doctor interactions,
assisting research and academic writing by refining our
writing, summarizing a text, generating an abstract, and
even suggesting titles/research topics. ChatGPT has also
been able to generate typical problems and answers for
medical students to practice. With the incoming GPT-4 that
is claimed to have notably higher accuracy and reasoning
capabilities, we believe that such large language models
can benefit and transform current medical education.

Unfortunately, in this work, we have demonstrated that
Dall-E’s capability is still below our expectations. Still,
considering its current ability to generate realistic images
from only a text prompt and considering the rapid ad-
vancement of AI models, we are optimistic that Dall-E
or similar models have the potential to benefit medical
education in the near future.

Lastly, witnessing ChatGPT’s and Dall-E’s capabilities
has raised our concern about their ethical implication. One
of the most important ethical concerns associated with
AI-based tools is data privacy. ChatGPT and Dall-E both
require large amounts of data to operate, and the data used
to train these models may contain sensitive information.
Hence, it is essential to ensure that this data is collected
and used ethically and that privacy is maintained.

Another concern for those tools is the potential for bias
in the data used to train these models. If the data used
to train ChatGPT and Dall-E is biased, the models may
perpetuate that bias, leading to inaccurate diagnoses or
treatment recommendations. Therefore, the data used to
train these models should represent diverse and heteroge-
neous perspectives to avoid perpetuating systemic biases.

Lastly, the ethical concern comes from the potential
exploitation and abuse of AI tools like ChatGPT and Dall-
E. For instance, one could use ChatGPT to cheat assign-
ments/exams and even to publish an unoriginal paper.
This will certainly kill the critical thinking and creative
mindset of medical students. Similarly, Dall-E also has the
potential to be abused. For example, one could create fake
medical images and claim those images to be authentic.

In summary, while we believe that AI tools such as
ChatGPT and Dall-E could benefit and transform tradi-
tional medical education, their potential ethical implica-
tions should also be carefully considered.
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